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Abstract
This paper studies task adaptive pre-trained model
selection, an underexplored problem of assessing
pre-trained models for the target task and select
best ones from the model zoo without fine-tuning.
A few pilot works addressed the problem in trans-
ferring supervised pre-trained models to classifi-
cation tasks, but they cannot handle emerging un-
supervised pre-trained models or regression tasks.
In pursuit of a practical assessment method, we
propose to estimate the maximum value of label
evidence given features extracted by pre-trained
models. Unlike the maximum likelihood, the max-
imum evidence is immune to over-fitting, while
its expensive computation can be dramatically re-
duced by our carefully designed algorithm. The
Logarithm of Maximum Evidence (LogME) can
be used to assess pre-trained models for transfer
learning: a pre-trained model with a high LogME
value is likely to have good transfer performance.
LogME is fast, accurate, and general, character-
izing itself as the first practical method for as-
sessing pre-trained models. Compared with brute-
force fine-tuning, LogME brings at most 3000×
speedup in wall-clock time and requires only 1%
memory footprint. It outperforms prior methods
by a large margin in their setting and is applicable
to new settings. It is general enough for diverse
pre-trained models (supervised pre-trained and un-
supervised pre-trained), downstream tasks (clas-
sification and regression), and modalities (vision
and language). Code is available at this repository:
https://github.com/thuml/LogME.

1. Introduction
Human performance on many recognition tasks has been
surpassed by deep neural networks (He et al., 2015; 2016)
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trained with large-scale supervised data (Deng et al., 2009;
Russakovsky et al., 2015) and specialized computational
devices (Jouppi et al., 2017). These trained neural networks,
also known as pre-trained models, not only work well on
tasks they are intended for but also produce generic repre-
sentations (Donahue et al., 2014) that benefit downstream
tasks such as object detection (Girshick et al., 2014).

Apart from serving as fixed feature extractors, pre-trained
models can be fine-tuned (Yosinski et al., 2014; He et al.,
2019) to serve downstream tasks better. The transfer learn-
ing paradigm “pre-training→ fine-tuning” enjoys tremen-
dous success in both vision (Kornblith et al., 2019) and
language (Devlin et al., 2019) communities, and continues
to expand to communities like geometric learning (Hu et al.,
2020). Transfer of pre-trained models has become one of
the cornerstones of deep learning.

Nowadays, there are numerous public pre-trained models
offered by PyTorch (Benoit et al., 2019), TensorFlow (Abadi
et al., 2016) and third-party libraries like HuggingFace
Transformers (Wolf et al., 2020). When a practitioner wants
to employ transfer learning to solve a specific task, the first
problem is to select a good pre-trained model to start from.
The problem is non-trivial and task adaptive, considering
that different tasks favor different pre-trained models. Fig-
ure 1 intuitively illustrates the problem.
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Figure 1. Illustration of task adaptive pre-trained model selection.

The problem challenges researchers to develop a practical
assessment method that is fast, accurate and general. It
should be fast enough compared to brute-force fine-tuning
all available pre-trained models (Zamir et al., 2018), should
be accurate enough so that potentially best models can be
identified, and should be general enough to tackle a wide
variety of common learning scenarios.

Despite its practical significance, there is limited guidance
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Table 1. Applicability of prior methods and the proposed LogME.
“LM” means language modeling.

Modality Pre-train Target LEEP NCE LogME

vision

classification classification 3 3 3
classification regression 7 7 3
contrastive classification 7 7 3
contrastive regression 7 7 3

language LM classification 7 7 3

on task adaptive pre-trained model selection. Based on
NCE (Tran et al., 2019), Nguyen et al. (2020) recently stud-
ied the problem when both the pre-train task and the down-
stream task are classification. They construct an empirical
predictor by estimating the joint distribution over the pre-
trained and target label spaces and take the performance of
the empirical predictor (LEEP) to assess pre-trained models.
Though being fast, prior methods are not accurate and are
specialized for transferring supervised pre-trained models
to classification. They cannot apply to either contrastive
pre-trained models (He et al., 2020; Chen et al., 2020a),
unsupervised pre-trained language models (Devlin et al.,
2019; Liu et al., 2019), or regression tasks.

Table 1 shows the applicability of pre-trained model selec-
tion methods. Prior to this paper, for most (4 out of 5)
transfer learning settings, task adaptive pre-trained model
selection does not have a decent solution.

To provide a general method for pre-trained model selec-
tion in various settings, we consider the features extracted
by pre-trained models, thus being agnostic to how mod-
els are pre-trained. The maximum value of label evidence
(marginalized likelihood) given extracted features is calcu-
lated, providing a general probabilistic approach that is ap-
plicable to both classification and regression tasks. Finally,
the logarithm of maximum evidence (LogME) is used to as-
sess pre-trained models for transfer learning. The maximum
evidence is less prone to over-fitting (Bishop, 2006), and its
humongous computational cost is dramatically reduced by
our carefully designed algorithm.

The contributions of this paper are two-fold:

• We propose LogME for task adaptive pre-trained
model selection, and develop a fast algorithm to ac-
celerate the computation. LogME is easy to interpret
and is extremely efficient. It brings at most 3000×
speedup in wall-clock time and requires just 1% mem-
ory footprint, characterizing itself as the first practical
method for assessing pre-trained models in various
transfer learning settings.

• We extensively validate the generality and superior per-
formance of LogME on 22 pre-trained models and 17
downstream tasks, covering various pre-trained models

(supervised pre-trained and unsupervised pre-trained),
downstream tasks (classification and regression), and
modalities (vision and language).

2. Related Works
2.1. Transfer learning

Transfer learning (Thrun & Pratt, 1998) is a broad research
area containing transductive transfer, inductive transfer, task
transfer learning, and so on. Transductive transfer is com-
monly known as domain adaptation (Quionero-Candela
et al., 2009; Ganin & Lempitsky, 2015; Long et al., 2015),
with the focus on eliminating domain shifts between two do-
mains. Inductive transfer, or fine-tuning (Erhan et al., 2010;
Yosinski et al., 2014), leverages an inductive bias (a pre-
trained model) to improve the performance on a target task
and is extremely popular in deep learning. In task transfer
learning (Zamir et al., 2018), researchers investigate how to
transfer between tasks rather than pre-trained models. They
aim to discover the relationship among tasks (Ben-David
& Schuller, 2003) and to exploit the relationship for fur-
ther development. In the context of deep learning, transfer
learning usually refers to inductive transfer, the topic we are
concerned about in this paper.

Besides the naı̈ve fine-tuning where pre-trained models only
serve as good initializations, there are sophisticated fine-
tuning techniques like regularization (Li et al., 2018), addi-
tional supervision (You et al., 2020), specially designed ar-
chitecture (Kou et al., 2020), and intermediate-task training
which continues to pre-train on an intermediate task (Guru-
rangan et al., 2020; Pruksachatkun et al., 2020; Garg et al.,
2020). They can improve transfer learning performance
especially when the amount of target data is small, but in
general, they do not change the ranking of pre-trained mod-
els in downstream tasks. If pre-trained model A is better
than pre-trained model B in a task with vanilla fine-tuning,
typically A is still better than B when those sophisticated
techniques are turned on. For example, on three datasets and
four sampling rates from Table 2 in You et al. (2020), better
fine-tuning performance mostly indicates better Co-Tuning
(their proposed method) performance. Therefore we focus
on vanilla fine-tuning rather than these techniques in the rest
of the paper, but practitioners are encouraged to adopt them
for further improvement after selecting a pre-trained model.

2.2. Pre-trained models

Pre-trained models are neural networks trained on large-
scale datasets and can be transferred to downstream tasks.
Popular pre-trained models are reviewed in the following.

Supervised pre-trained models. ImageNet is the most
famous dataset for supervised pre-training. In the Ima-
geNet classification challenge, He et al. (2015) developed
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the first deep neural network that surpassed human per-
formance. InceptionNet (Szegedy et al., 2015) is another
family of deep neural networks with parallel convolution
filters. ResNet (He et al., 2016) introduces skip connections
to ease the training and becomes much deeper with better
performance. DenseNet (Huang et al., 2017) has carefully
designed densely-connected blocks. MobileNet (Sandler
et al., 2018) pays attention to mobile-friendly network struc-
tures, and the structure can be further optimized by network
architecture search (Tan et al., 2019).

Contrastive pre-trained models. Although ImageNet pre-
training is popular, the labeling cost of ImageNet is very
high. Given the large amount of unlabeled data on the Inter-
net, unsupervised pre-training has gained much attention in
the past year. By exploiting self-supervised learning (Jing
& Tian, 2020) on unlabeled data (Mahajan et al., 2018)
with contrastive loss (Gutmann & Hyvärinen, 2010), un-
supervised contrastive pre-training produces a family of
pre-trained models besides supervised pre-trained models.
He et al. (2020) proposed Momentum Contrast with a queue
structure to fully exploit unlabeled data and obtained rep-
resentations on par with supervised pre-training in terms
of quality. Chen et al. (2020a) greatly improved the per-
formance by exploring data augmentation, multi-layer pro-
jection head and many empirical design choices. How to
design better contrastive pre-training strategies is still under
active research (Tian et al., 2020).

Pre-trained language models. In the language commu-
nity, unsupervised pre-training has been well established by
training masked language models (Devlin et al., 2019) or au-
toregressive language models (Yang et al., 2019) on a large
unlabeled corpus. Liu et al. (2019) explored many practical
details on how to improve the training of these models. Be-
cause pre-trained language models are very large, Sanh et al.
(2019) proposed distillation to get smaller and faster models.
These pre-trained language models become an indispensable
component in winning submissions on common benchmarks
like GLUE (Wang et al., 2018) and SQuAD (Rajpurkar et al.,
2016), and have profound industrial influence.

Pre-trained models are hosted in model zoos like TorchVi-
sion and HuggingFace. There are so many pre-trained mod-
els, but no one can overwhelmingly outperform the rest in
all downstream tasks. The best model for a downstream
task depends on the characteristic of both the task and the
pre-trained model, thus being task adaptive. Practitioners
can have a hard time choosing which pre-trained model to
use for transfer learning, calling for a practical method to
assess pre-trained models without brute-force fine-tuning.

2.3. Assessing transferablitiy of pre-trained models

Assessing transferability of pre-trained models has a great
significance to guide common practice. Yosinski et al.

(2014) studied which layer of a pre-trained model can be
transferred while Kornblith et al. (2019) studied a wide
variety of modern pre-trained models in computer vision.
These papers aim for a deeper understanding of transfer
learning (Neyshabur et al., 2020). Nonetheless, they draw
conclusions by expensive and exhaustive fine-tuning with
humongous computation cost (Section 5.5) which is hard
for practitioners to afford.

To efficiently assess the transferability of pre-trained models,
Nguyen et al. (2020) pioneered to develop LEEP with a
focus on supervised pre-trained models transferred to classi-
fication tasks. The joint distribution over pre-trained labels
and the target labels is estimated to construct an empiri-
cal predictor. The log expectation of the empirical pre-
dictor (LEEP) is used as a transferability measure. The
LEEP method is closely related to Negative Conditional En-
tropy (NCE) proposed by Tran et al. (2019), an information-
theoretic quantity (Cover, 1999) to study the transferability
and hardness between classification tasks.

LEEP (Nguyen et al., 2020) and NCE (Tran et al., 2019),
the only two prior methods for pre-trained model selection,
shed light on this problem but leave plenty of room for
further performance improvement. In addition, they can
only handle classification tasks with supervised pre-trained
models. Since contrastive pre-training and language mod-
eling tasks do not have categorical labels, prior methods
cannot deal with these increasingly popular models. To
promote pre-trained model selection, we propose LogME
which is broadly applicable to various pre-trained models,
downstream tasks, and even data modalities.

3. Problem setup
In task adaptive pre-trained model selection, we are given
M pre-trained models {φm}Mm=1 and a target dataset D =
{(xi, yi)}ni=1 with n labeled data points. The dataset has an
evaluation metric (accuracy, MAP, MSE etc.) to measure
the ground-truth transfer performance Tm of fine-tuning φm
with proper hyper-parameter tuning. A practical assessment
method should produce a score Sm for each pre-trained
model φm (ideally without fine-tuning φm on D), and the
scores {Sm}Mm=1 should well correlate with {Tm}Mm=1 so
that top performing pre-trained models can be selected by
simply evaluating the scores.

How to measure the performance of pre-trained model
assessing methods. A perfect pre-trained model assess-
ing method would output {Sm}Mm=1 with exactly the same
order as {Tm}Mm=1. To measure the deviation from the per-
fect method, we can use simple metrics like top-1 accuracy
or top-k accuracy (whether top-k in {Sm}Mm=1 are also top-
k in {Tm}Mm=1). But top-1 accuracy is too conservative
and top-k accuracy is not comparable across different val-

https://pytorch.org/vision/stable/models.html
https://pytorch.org/vision/stable/models.html
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ues of M . Therefore we turn to rank correlation (Fagin
et al., 2003) to directly measure the correlation between
{Sm}Mm=1 and {Tm}Mm=1. The prior work (Nguyen et al.,
2020) adopted Pearson’s linear correlation coefficient, but
neither Pearson’s linear correlation nor its variant (Spear-
man’s rank correlation) has a simple interpretation (see the
interpretation of τ below).

Since the purpose of assessment is to choose a good pre-
trained model, we hope Ti is better than Tj if Si is better
than Sj , which can be well captured by Kendall’s τ coeffi-
cient (Kendall, 1938) as described in the following.

To simplify the discussion, assume larger value of transfer
performance T and score S are preferred (e.g. accuracy). If
this is not the case (e.g. transfer performance is measured
by mean square error), the negation can be considered. For
a pair of measures (Ti, Si) and (Tj , Sj), the pair is concor-
dant if Ti < Tj ∧Si < Sj or Ti > Tj ∧Si > Sj (concisely
speaking, sgn(Ti− Tj)sgn(Si−Sj) = 1). The Kendall’s τ
coefficient is defined by the following equation, which enu-
merates all

(
M
2

)
pairs and counts the number of concordant

pairs minus the number of discordant pairs.

τ =
2

M(M − 1)

∑
1≤i<j≤M

sgn(Ti − Tj)sgn(Si − Sj)

How to interpret τ (Fagin et al., 2003). The range of τ
is [−1, 1]. τ = 1 means T and S are perfectly correlated
(Si > Sj ⇐⇒ Ti > Tj), and τ = −1 means T and S are
reversely correlated (Si > Sj ⇐⇒ Ti < Tj). If T and
S have correlation of τ , the probability of Ti > Tj is τ+1

2
when Si > Sj .

Pay attention to top performing models. Since a ma-
jor application of assessing pre-trained models is to select
top performing pre-trained models, discordant / concordant
pairs should be weighted more if Ti, Tj , Si, Sj are larger.
This can be taken care of by τw (Vigna, 2015). The de-
tails of calculating τw can be found in implementation from
SciPy (Virtanen et al., 2020).

In short, we measure the correlation between {Sm}Mm=1 and
{Tm}Mm=1 by the weighted variant τw (Vigna, 2015). Larger
τw indicates better correlation and better assessment.

Note that how to measure the performance of pre-trained
model assessing methods is neither the focus nor the claimed
novelty of this paper. We use weighted Kendall’s τ because
it is easy to interpret, but any proper rank correlation met-
ric (such as Pearson’s linear correlation and Spearman’s
rank correlation) can be adopted and should yield similar
conclusions on superiority of our proposed method.

4. The LogME approach
For each pre-trained model φm, the algorithm should pro-
duce a score Sm independent from the rest of pre-trained

models. We thus drop the subscript m in this section.

To be fast, we try to avoid gradient optimization. The pre-
trained model φ serves as a fixed feature extractor. Features
{fi = φ(xi)}ni=1 and labels {yi}ni=1 are used to assess
pre-trained models. Note that Nguyen et al. (2020) used
a pre-trained classification head h besides the pre-trained
representation model φ, limiting their method to supervised
pre-trained models. In contrast, we only use the pre-trained
representation model φ so that the proposed method can
be applied to any pre-trained model (whether supervised
pre-trained or unsupervised pre-trained).

Without gradient optimization, the problem is cast into esti-
mating the compatibility of features {fi = φ(xi)}ni=1 and
labels {yi}ni=1, which is discussed in the rest of this section.

4.1. Evidence calculation

We first consider a simple case, with features fi ∈ RD
and scalar labels yi ∈ R. The feature matrix F ∈ Rn×D
contains all the features and y ∈ Rn denotes all the labels.

A direct measurement of the compatibility between features
F and labels y is the probability density p(y|F ), which is
intractable without a parametrized model. Since the rule-of-
thumb transfer learning practice is to add a fully-connected
layer on top of the pre-trained model, we use a linear model
upon features parametrized by w.
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w ⇠ N (0,↵�1I)

Figure 2. The directed graphical model for calculating evidence.

A naı̈ve approach to deal with the linear model is to find
the best w∗ by logistic / linear regression and to assess pre-
trained models by likelihood p(y|F,w∗). However, it is
well-known that likelihood is prone to over-fitting (Bishop,
2006), which is experimentally observed in Supplemen-
tary B. A better approach is to use the evidence (marginal-
ized likelihood) p(y|F ) =

∫
p(w)p(y|F,w)dw, which inte-

grates over all possible values of w and is better than simply
using one optimal value w∗. This evidence-based approach
is an elegant model selection approach and has a rigorous
theoretical foundation (Knuth et al., 2015). For p(w) and
p(y|F,w), we use the commonly adopted graphical model
(Figure 2) specified by two positive parameters α and β:
the prior distribution of the weight is an isotropic multi-
variate Gaussian w ∼ N (0, α−1I), and the distribution of

https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.weightedtau.html
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each observation is a one-dimensional normal distribution
p(yi|fi, w, β) = N (yi|wT fi, β−1).

According to the causal structure in Figure 2 and the basic
principles in graphical models (Koller & Friedman, 2009),
the evidence can be calculated analytically as Eq. 1.

p(y|F, α, β) =

∫
p(w|α)p(y|F,w, β)dw

=

∫
p(w|α)

n∏
i=1

p(yi|fi, w, β)dw

= (
β

2π
)
n
2 (
α

2π
)
D
2

∫
e−

α
2 w

Tw− β2 ||Fw−y||2dw
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8 b
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when A is positive definite, Eq. 1 can be simplified. By
taking the logarithm to make the equation simple, Eq. 2
shows the logarithm of the evidence as a function of α, β,
where A = αI + βFTF,m = βA−1FT y.

L(α, β) = log p(y|F, α, β)

=
n

2
log β +

D

2
logα− n

2
log 2π

− β

2
||Fm− y||22 −

α

2
mTm− 1

2
log |A|

(2)

4.2. Evidence maximization and LogME

A remaining issue of Eq. 2 is how to determine α, β. Gull
(1989) suggested that we should choose α, β to maximize
the evidence, i.e. use (α∗, β∗) = arg maxα,β L(α, β). Be-
cause m and A are coupled, maximizing L(α, β) is gener-
ally a difficult problem. However, this form of maximization
can be achieved by alternating between evaluating m, γ and
maximizing α, β with m, γ fixed (Gull, 1989), resulting the
following formula, where σi’s are singular values of FTF .

A = αI + βFTF,m = βA−1FT y, γ =

D∑
i=1

βσi
α+ βσi

α← γ

mTm
,β ← n− γ

||Fm− y||22
When the fixed-point iteration converges (empirically it con-
verges with no more than three iterations), the logarithm
maximum evidence L(α∗, β∗) is used to evaluate the com-
patibility between features and labels. Because L(α∗, β∗)

scales linearly with n, we normalize it by L(α
∗,β∗)
n and term

it LogME (logarithm of of maximum evidence). It can be
intuitively interpreted as the average maximum log evidence
of labels given the pre-trained features.

Extending LogME to complex cases. The LogME ap-
proach described above starts from a single-target regression.
If the target problem is a multivariate-regression task, i.e.

y ∈ Rn×K , we can calculate LogME for each dimension
k (1 ≤ k ≤ K) and average them over the K dimension.
If the target problem is a classification task with K classes,
Eq. 1 cannot be calculated analytically (Daunizeau, 2017)
with a categorical prior distribution, but we can convert the
labels to one-hot labels and treat the problem as multivariate
regression. Therefore, LogME can be used in both clas-
sification and regression tasks. The overall algorithm of
LogME is described in Algorithm 1.

Algorithm 1 LogME
1: Input: Pre-trained model φ

Target dataset D = {(xi, yi)}ni=1

2: Output: logarithm of maximum evidence (LogME)

3: Extract features using pre-trained model φ:
F ∈ Rn×D, fi = φ(xi), Y ∈ Rn×K

4: Compute SVD FTF = V diag{σ}V T
5: for k = 1 to K do
6: Let y = Y (k) ∈ Rn, initialize α = 1, β = 1
7: while α, β not converge do
8: Compute γ =

∑D
i=1

βσi
α+βσi

,Λ = diag{(α+βσ)}
9: Naı̈ve: A = αI + βFTF,m = βA−1FT y

10: Optimized: m = β(V (Λ−1(V T (FT y))))

11: Update α← γ
mTm

, β ← n−γ
||Fm−y||22

12: end while
13: Compute Lk = 1

nL(α, β) using Eq. 2
14: end for
15: Return LogME 1

K

∑K
k=1 Lk

4.3. Computational speedup

Although the Bayesian approach of maximum evidence has
many nice properties (Knuth et al., 2015), it inherits the
common drawback of Bayesian methods with high com-
putational complexity. The naı̈ve implementation of Algo-
rithm 1 has a complexity ofO(KD3 +nKD2). For typical
usage with D ≈ 103, n ≈ 104,K ≈ 103, the computa-
tional cost is 1013, making the wall-clock time comparable
to fine-tuning the pre-trained model φ.

Notice that the most expensive operations are Line 9 with
matrix inversion A−1 and matrix multiplication A−1FT .
These expensive operations, however, can be avoided by
exploiting the decomposition of FTF , which is readily ac-
cessible from Line 4.

To avoid matrix inversion A−1, we exploit the decompo-
sition FTF = V diag{σ}V T (V is an orthogonal matrix).
Let Λ = diag{(α+βσ)}, thenA = αI+βFTF = V ΛV T ,
and A−1 = V Λ−1V T . To avoid the matrix-matrix multi-
plication A−1FT , we notice that y is a column vector and
the associative law admits a fast computation A−1FT y =
(V (Λ−1(V T (FT y)))). In each for-loop, we only need to
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update Λ rather than the expensive A−1. In this way, all
matrix-matrix multiplications are reduced to matrix-vector
product, and the matrix inversion is avoided, as described
in Line 10. Table 2 analyzes the complexity in detail. The
optimized algorithm makes a time-consuming Bayesian ap-
proach fast enough, reducing the wall-clock time by the
order of 102 (see Section 5.5).

Table 2. Computational complexity of Algorithm 1.

Complexity per for-loop Overall complexity

naı̈ve O(D3 + nD2) O(KD3 + nKD2)
optimized O(D2 + nD) O(KD2 + nKD +D3 + nD2)

The proposed LogME is easy to interpret, has a solid theo-
retical foundation, and is applicable to various settings. Its
computational cost is dramatically reduced by our optimized
implementation.

5. Experiments
We first present the illustration of LogME on toy problems,
and then focus on task adaptive pre-trained model selection.
Original data are available in Supplementary C.

Illustration with toy data. To give readers an intuitive
sense of how LogME works, we generate features with
increasing noise to mimic the features extracted by pre-
trained models with decreasing transferability and to check
if LogME can measure the quality of features.
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Figure 3. Illustration of LogME with toy data. It is clear that
LogME decreases with decreasing feature quality.

For classification (Figure 3 top), three clusters in 2-D plane

are generated, with colors indicating the categories. Initially,
the features are separable so LogME has a large value. Then
we add Gaussian noise with increasing variance and LogME
becomes smaller as expected.

For regression (Figure 3 bottom), x is uniformly dis-
tributed and the output y = 2x + ε with observation
error ε ∼ N (0, 0.12). By adding noise to the feature
x′ = x+N (0, t2), the quality of feature x′ becomes worse
and it is harder to predict y from x′. With larger t (the
standard deviation of noise), LogME becomes smaller as
expected.

These toy experiments on synthesized data shows that
LogME is a good measure of the feature quality, and there-
fore can provide a general assessment of pre-trained models
for transfer learning.

5.1. Transferring supervised pre-trained models to
classification tasks

We use 10 ImageNet pre-trained models available from
PyTorch: Inception V1 (Szegedy et al., 2015), Incep-
tion V3 (Szegedy et al., 2016), ResNet 50 (He et al., 2016),
ResNet 101 (He et al., 2016), ResNet 152 (He et al., 2016),
DenseNet 121 (Huang et al., 2017), DenseNet 169 (Huang
et al., 2017), DenseNet 201 (Huang et al., 2017), Mo-
bileNet V2 (Sandler et al., 2018), and NASNet-A Mo-
bile (Tan et al., 2019). These pre-trained models cover most
of the supervised pre-trained models in transfer learning
that practitioners frequently use.

For downstream classification tasks, we take 9 commonly
used datasets: Aircraft (Maji et al., 2013), Birdsnap (Berg
et al., 2014), Caltech (Fei-Fei et al., 2004), Cars (Krause
et al., 2013), CIFAR10 (Krizhevsky & Hinton, 2009), CI-
FAR100 (Krizhevsky & Hinton, 2009), DTD (Cimpoi et al.,
2014), Pets (Parkhi et al., 2012), and SUN (Xiao et al.,
2010). Due to space limit, we leave the description of each
dataset and data statistics in Supplementary A.

To compute the value of transfer performance {Tm}Mm=1

(M = 10), we carefully fine-tune pre-trained models with
grid-search of hyper-parameters. As pointed out by Li et al.
(2020), learning rates and weight decays are the two most
important hyper-parameters. Hence we grid search learning
rates and weight decays (7 learning rates from 10−1 to 10−4,
7 weight decays from 10−6 to 10−3, all logarithmically
spaced) to select the best hyper-parameter on the validation
set and compute the accuracy on the test set. It is noteworthy
that LogME requires neither fine-tuning nor grid search.
Here we fine-tune pre-trained models to evaluate LogME
itself, but practitioners can straightforwardly use LogME to
evaluate pre-trained models without fine-tuning.

We compare LogME against LEEP (Nguyen et al., 2020)
and NCE (Tran et al., 2019). Prior to this paper, LEEP
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Figure 4. Correlation (τw) between fine-tuned accuracy (X-axis) and three methods for pre-trained model selection on 9 datasets with 10
pre-trained models. One row for each method, one column for each dataset (with τw in the bracket near the dataset name), and one marker
for each pre-trained model. The best τw in each dataset is marked in bold.

and NCE are the only two methods for pre-trained model
selection without fine-tuning, and they are dedicated to
transferring supervised pre-trained models to classification
tasks. We use LEEP, NCE and LogME to compute scores
{Sm}Mm=1 by applying 10 pre-trained models to the datasets.
The correlation τw between scores and fine-tuned accuracies
are presented in Figure 4.

We can find that LogME has consistently better correla-
tion than LEEP, and outperforms NCE on most datasets (7
datasets out of 9 datasets). Note that LEEP and NCE even
show a negative correlation in DTD (Cimpoi et al., 2014),
because they rely on the relationship between classes of
the pre-trained task and the target task while DTD classes
are very different from ImageNet categories. In contrast,
LogME still performs reasonably well for DTD.

The smallest τw of LogME in Figure 4 is around 0.5, so the
probability of a pre-trained model φ1 transferring better than
φ2 is at least 75% if φ1 has a larger LogME. For most tasks
τw of LogME is 0.7 or 0.8, so the probability of correct
selection is 85% or 90%, sufficient for practical usage.

5.2. Transferring supervised pre-trained models to a
regression task

Besides extensive classification tasks considered above, this
section shows how LogME can be used to assess pre-trained
models for a regression task, while prior methods (LEEP
and NCE) cannot.

The regression task we use is dSprites (Matthey et al., 2017)
from VTAB (Zhai et al., 2020) which is commonly used
for evaluating the quality of learned representations. The
input is an image containing a sprite (heart, square, and

ellipse) with varying scale, orientation, and position. Pre-
trained models are transferred to predict four scalars (scale,
orientation, and (x, y) positions) together, and mean square
error (MSE) on the test data is reported. The supervised
pre-trained models are the same as Section 5.1 and hyper-
parameter tuning scheme follows.

Results are plotted in Figure 5. It is clear that LogME
and MSE are well correlated and the correlation coefficient
τw = 0.84 is very large: if a pre-trained model φ1 has
larger LogME than φ2, with 92% probability φ1 is better
(has smaller MSE) than φ2 after actually fine-tuning.
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Figure 5. Supervised pre-trained models transferred to dSprites.

5.3. Transferring contrastive pre-trained models to
downstream tasks

The recently emerging unsupervised pre-trained models (He
et al., 2020) have a projection head with continuous output.
However, LEEP and NCE cannot be extended to deal with
the projection head of contrastive-based unsupervised pre-
trained models because they rely on the relationship between
pre-training categories and target categories.
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Figure 6. Correlation (τw) between fine-tuned accuracy (X-axis) and LogME in 7 GLUE tasks with 8 popular pre-trained language models.
One column for each task (with τw in the bracket near the task name), and one marker for each pre-trained model.

Since LogME only requires features extracted from pre-
trained models, it can be applied to contrastive pre-trained
models. To demonstrate this, we use three popular models
pre-trained with various training scheme: MoCo V1 (He
et al., 2020) with momentum contrast, MoCo V2 (Chen
et al., 2020b) with an MLP projection head and strong data
augmentation, MoCo 800 trained with 800 epochs as sug-
gested by Chen et al. (2020a), and SimCLR (Chen et al.,
2020a) with carefully designed implementation.

Aircraft (Maji et al., 2013), the first dataset (alphabeti-
cally) in Section 5.1 is used as the classification task, and
dSprites (Matthey et al., 2017) is used as the regression task.
Results are shown in Table 3. SimCLR on dSprites is not
reported because it does not converge after several trials.
LogME gives the perfect order of both transferred accu-
racy and MSE. Note that the order in Aircraft (MoCo V1
< MoCo V2 < MoCo 800) is different from the order in
dSprites (MoCo V1<MoCo 800<MoCo V2), so the trans-
fer learning performance depends on both the pre-trained
model and the target data, emphasizing the importance of
task adaptive pre-trained model selection. We also observe
that LogME values of unsupervised pre-trained models are
similar, mainly because unsupervised features are not very
discriminative.

Table 3. Use LogME to assess unsupervised pre-trained models.

Pre-trained Network Aircraft dSprites

Accuracy (%) LogME MSE LogME

MoCo V1 81.68 0.934 0.069 1.52
MoCo V2 84.16 0.941 0.047 1.64
MoCo 800 86.99 0.946 0.050 1.58
SimCLR 88.10 0.950 - -

τw: 1.0 τw: 1.0

5.4. Transferring pre-trained language models to the
GLUE benchmark

To further demonstrate the generality of LogME, we show
how LogME can work for pre-trained language models.
Again prior works (LEEP and NCE) cannot deal with these
pre-trained language models.

Here we take an alternative approach of evaluating the trans-
fer performance {Tm}Mm=1. We do not fine-tune pre-trained
models ourselves, but directly use accuracies tuned by oth-
ers, and check if LogME can correlate well with the results.
The HuggingFace Model Hub generously provides lots of
pre-trained language models and even provides carefully
tuned transfer learning results in some GLUE (Wang et al.,
2018) tasks for some models. We take out pre-trained mod-
els that have GLUE performance tuned by the Hugging-
Face organization, and select the top 8 downloaded models:
RoBERTa (Liu et al., 2019), RoBERTa-D, uncased BERT-D,
cased BERT-D, ALBERT-v1 (Lan et al., 2020), ALBERT-
v2 (Lan et al., 2020), ELECTRA-base (Clark et al., 2020),
and ELECTRA-small (Clark et al., 2020) (“D” means dis-
tilled version). The LogME on seven GLUE classification
tasks together with fine-tuned accuracy are plotted in Fig-
ure 6. Some models only have results for certain tasks and
we keep them as they are. Even though these accuracy num-
bers are tuned by the HuggingFace organization, LogME
perfectly estimates the ranking of transfer performance for
3 tasks (with τw = 1), showing the surprising effectiveness
of LogME in pre-trained model selection.

5.5. Efficiency of LogME

LogME is a practical method to assess pre-trained models
for transfer learning because it is general, accurate, and effi-
cient. Section 4 shows the generality of LogME by consid-
ering features and labels in the general form. Results in this
section validates the strong correlation between LogME and
ground-truth transfer learning performance, demonstrating
that LogME is accurate. Next we quantitatively measure the
efficiency of LogME compared to brute-force fine-tuning.
The algorithmic complexity is presented in Section 4.3, thus
we focus on wall-clock time and memory footprint here.

Results are shown in Table 4. ResNet 50 on Aircraft is
used for computer vision, and RoBERTa-D on MNLI task is
used for NLP. Both wall-clock time and memory footprint is
reported. The cost of computing ground-truth transferability
Tm (fine-tuning with hyper-parameter search) serves as the
upper bound of pre-trained model assessment. We also list
the cost of extracting features by pre-trained models as a
reference, which is the lower bound of pre-trained model as-

https://huggingface.co/models


LogME: Practical Assessment of Pre-trained Models for Transfer Learning

Table 4. Efficiency of LogME.

wall-clock time memory footprint

Computer Vision

fine-tune (upper bound) 161000s fine-tune (upper bound) 6.3 GB
extract feature (lower bound) 37s extract feature (lower bound) 43 MB
LogME 50s LogME 53 MB
benefit 3200 ↑ benefit 120 ↑

Natural Language Processing

fine-tune (upper bound) 100200s fine-tune (upper bound) 88 GB
extract feature (lower bound) 1130s extract feature (lower bound) 1.2 GB
LogME 1157s LogME 1.2 GB
benefit 86 ↑ benefit 73 ↑

sessment. The cost for the rest models and datasets vary, but
the proportion is similar. Note that, because carelessly tuned
hyper-parameters cannot tell good models from bad mod-
els, it is necessary to attribute the cost of hyper-parameter
search to brute-force fine-tuning while LogME does not
need hyper-parameter tuning.

It is clear that brute-force fine-tuning is computationally
expensive, requiring about a day for one dataset with one
pre-trained model. Selecting the best pre-trained model
out of 10 models would cost 10 days. Extracting features
is very cheap and costs much less. In computer vision,
the wall-clock time of LogME is reduced dramatically to
0.31h of fine-tuning, bringing over 3000× speedup while
requiring 120× less memory footprint. In the NLP domain,
feature extraction is much slower and therefore the wall-
clock time speedup is not as striking as computer vision,
but still reaching 86× speedup. In all cases, LogME costs
almost the same as the lower bound (feature extraction),
meaning that LogME makes practical assessment possible
with minimal additional cost.

6. Conclusion
A fast, accurate, and general assessment of pre-trained mod-
els for transfer learning has great practical significance. This
paper takes a probabilistic approach and proposes logarithm
of maximum evidence (LogME) to tackle the task adap-
tive pre-trained model selection problem. The expensive
computation of maximizing the marginalized likelihood
is optimized by careful implementation, leading to over
3000× speedup compared to vanilla fine-tuning. LogME is
applicable to vast transfer learning settings with supervised
pre-trained models and unsupervised pre-trained models,
downstream classification and regression tasks, vision and
language modalities. The impressive generality of LogME
and its substantially better performance over prior methods
can be interesting to many practitioners.

This paper measures the quality of pre-trained models by
their static representations (i.e. representations before fine-
tuning). It is interesting to consider the dynamic representa-

tions (i.e. representations after fine-tuning) of pre-trained
models to account for the change of pre-trained models
during fine-tuning. We leave it as a future work.
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